RATIONAL LEMNISCATES AND THE MATCHING PROBLEM
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ABSTRACT. The matching problem for a given Jordan curve in the complex
plane asks to find two nonconstant functions, one analytic in the bounded
complementary component of the curve and the other analytic in the un-
bounded complementary component of the curve, which are continuous up
to the curve and complex conjugate to each other on the curve. We prove
that there exist Jordan curves of any Hausdorff dimension between 1 and 2
for which the matching problem has a solution. This answers a question of
Ebenfelt—-Khavinson—Shapiro and provides the first examples of solutions to
the matching problem other than rational lemniscates. Our approach relies on
conformal welding and harmonic measure. We also obtain new examples of
Jordan curves for which the matching problem has no solution, and give a char-
acterization of the subsets of the Riemann sphere that are rational lemniscates
in terms of harmonic measure.

1. INTRODUCTION

Let T' be a Jordan curve in the complex plane C, and denote by 2 and O*
the bounded and unbounded components of the complement of I' in the Riemann
sphere C. Let A(9) be the space of continuous functions on © that are analytic in
2, and similarly let A(Q*) be the corresponding space on Q* with the additional
requirement that every function in A(2*) vanishes at infinity. This article is devoted
to the study of the so-called matching problem for I

Problem 1.1 (Matching Problem). Do there exist non-constant functions [ €
A(Q) and g € A(*) such that f =g onT'?

If such functions f and g exist, then we shall say that the curve I' is MP-solvable
and will refer to the pair (f, g) as a matching pair for T.

The matching problem was introduced by Ebenfelt—Khavinson—Shapiro [10], mo-
tivated by the study of double-layer potentials and the kernel of the Neumann—
Poincaré operator in connection to the Dirichlet problem. See also [15, Section
3].

In [10], the authors gave examples of MP-solvable Jordan curves arising from
rational maps.

Example 1.1 (Ebenfelt—Khavinson—Shapiro). Let r be a rational map, and sup-
pose that for some ¢ > 0 the lemniscate I' := {z € C : |r(2)| = ¢} is a Jordan
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curve. As before denote by © and Q* the bounded and unbounded complementary
components of I' respectively. Suppose in addition that

(i) r has no pole in £;

(ii) r has no zero in Q*;

(iii) 7(o00) = 0.
Then the pair (f, g) with f := r, g := ¢?/r is a matching pair for I'. In particular T
is MP-solvable.

In [10], the authors mention that rational lemniscates are the only known exam-
ples of MP-solvable Jordan curves. In particular all known examples are analytic
curves, which naturally leads to the following question ([10, Remark 1.5]).

Question 1.2 (Ebenfelt-Khavinson—-Shapiro). How much (if any) regularity of T
is forced by the existence of a matching pair?

See also [14, Problem 3.30].

With Question 1.2 in mind, let us state our first main result, which provides
new examples of MP-solvable Jordan curves. In the following H' denotes the one-
dimensional Hausdorff measure.

Theorem 1.3. Let I' be a Jordan curve in C. Denote by It the set of tangent
points of T. If HY(Tr) = 0, then T is MP-solvable.

It is not difficult to construct curves as in Theorem 1.3 with any prescribed
Hausdorff dimension between one and two, or even positive area. This shows that
no regularity at all is forced by the existence of a matching pair, answering Question
1.2.

Corollary 1.4. For any a € [1,2], there exists an MP-solvable Jordan curve T
with dimpg (T') = «, where dimy denotes Hausdorff dimension. If o = 2 then T can
be constructed so that its area is positive.

The proof of Theorem 1.3 is based on a new characterization of MP-solvable
curves in terms of conformal welding. As we shall see, the work of Bishop—Carleson—
Garnett—Jones [3] on harmonic measure and the work of Browder—Wermer [6] on
Dirichlet algebras play a fundamental role.

We now discuss examples of Jordan curves that are not MP-solvable. The first
examples of such curves were obtained by Ebenfelt, Khavinson and Shapiro in [10].

Theorem 1.5 (Ebenfelt-Khavinson-Shapiro). Let r be a rational map of degree
at least 2 which is conformal in a neighborhood of the closed unit disk D. Then
I :=r(9D) is not MP-solvable.

Note that Example 1.1 shows that MP-solvable curves can be obtained by taking
preimages of the unit circle under rational maps, while Theorem 1.5 shows that
curves that are not MP-solvable can be obtained by taking forward images of the
unit circle under rational maps. Thus even among algebraic curves the existence of
matching pairs is a delicate problem.

Our second main result provides new examples of Jordan curves for which the
matching problem has no solution.

Theorem 1.6. Let I' be a Jordan curve in C. Suppose that there exists an open
half-plane H such that I' C H and T' N OH is a line segment. Then T is not MP-
solvable.
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In particular triangles, squares and more generally regular polygons are not MP-
solvable.

It easily follows from either Theorem 1.5 or Theorem 1.6 that the collection of
Jordan curves that are not MP-solvable is dense in the set of all Jordan curves
with respect to the Hausdorff distance. On the other hand, Example 1.1 combined
with Hilbert’s lemniscate theorem shows that the collection of MP-solvable Jordan
curves is also dense. See Corollary 5.1.

The remainder of our results deal with rational lemniscates, motivated by Ex-
ample 1.1. Recall that a rational lemniscate is a subset of the Riemann sphere C of
the form L,(c) := {z € C : |r(2)| = ¢} for some rational map r and some constant
0 < ¢ < oo. For simplicity, throughout the rest of the paper we will assume ¢ = 1,
rescaling r if necessary. In this case we write L, := L,(1).

As noted in [4], the topology of L, can be quite complicated (see Figure 1), it
may have several connected components, and even connected components that are
not Jordan curves (this occurs whenever the lemniscate contains a critical point).
For the matching problem, however, one needs L, to be a Jordan curve. Searching
for MP-solvable Jordan curves that are not rational lemniscates naturally leads to
the following question.

Question 1.7. Given a Jordan curve I', how can one tell whether I" is equal to L,
for some rational map r? More generally, which subsets of the Riemann sphere are
rational lemniscates?

Our answer to Question 1.7 is roughly that there are three conditions (see (1)-
(3) in Theorem 1.9 below) that a rational lemniscate must necessarily satisfy, and
that these three conditions for a given subset of C are in fact also sufficient to
guarantee that the subset is a rational lemniscate. The three conditions fall into
three categories: topological, analytic and algebraic. We first discuss the topo-
logical condition, which was introduced in [4] to describe the topology of rational
lemniscates.

Definition 1.8. A lemniscate graph is a set G C C so that there is a finite set
V C G (called the vertices of G), so that:

(1) G\ 'V has finitely many components (these are called the edges of G), each
of which is either a (closed) Jordan curve, or else an (open) simple arc
satisfying ¥\ vy C V.

(2) The degree of each vertex is even and at least four, where the degree of a
vertex v is defined as the number of edges ~ satisfying v € 7\ v, and we
count an edge vy twice if {v} =7\ 7.

The components of C \ G are called the faces of G, and a 2-coloring of G is an
assignment of one of two colors to each face (we will use white and grey) so that
any two faces sharing a common edge have different colors. See Figure 1.

It is not difficult to prove that every rational lemniscate L, is a lemniscate graph,
see [4, Proposition 2.4]. In this case each degree d critical point of r lying on L, is
a vertex of degree 2(d + 1). Choosing a coloring of the faces of L, corresponds to a
choice of whether to color the components of r~*(ID) white and the components of
r~1(D*) grey, or vice versa; we will follow the convention of coloring the components
of 7=1(D) white. Here D* := C \ D.
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FIGURE 1. An example of a lemniscate graph

Our answer to Question 1.7 is the following. Roughly, it says that a subset
G C C which is a lemniscate graph, and also satisfies an analytic condition (2) and
an algebraic condition (3), must be a rational lemniscate. These two conditions
involve harmonic measure, denoted by w.

Theorem 1.9. A set G C C is a rational lemniscate if and only if
(1) G is a lemniscate graph,

and there exist points (z;)%, C C \ G, not necessarily distinct, so that for any two
faces E, F, we have

(2) Z w(B,z;, E) = Z w(B, z;, F') for every Borel set B C 0E N OF, and
z€R z€F

(3) Z w(T, z;, E) € Z for every component I' of OF.
z,€EE

If this is the case, then G = L, where the z; lying in the white faces of G coincide
with the zeros of r (counted with multiplicities), and the z; lying in the grey faces
of G coincide with the poles of r (counted with multiplicities).

As we shall see, the necessity in Theorem 1.9 is more straightforward; the con-
verse indicates more surprisingly that three natural conditions (topological, analytic
and algebraic) which must hold for any rational lemniscate are in fact sufficient for
aset G C C to be a rational lemniscate. Note also that in Theorem 1.9 no regularity
at all is assumed for G; rather it is a consequence of the theorem that every edge
of a lemniscate graph satisfying the analytic condition and the algebraic condition
turns out to be analytic.

In the polynomial case, Theorem 1.9 reduces to the following.

Theorem 1.10. A set G C C is a polynomial lemniscate if and only if G is a
lemniscate graph such that each bounded component of C \ G is simply connected,
and there exist points (z;)!,, not necessarily distinct, in the union of the bounded
components of@ \ G so that for any bounded face E, and denoting the unbounded
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face by F, we have

— Z (B, z;, E) = w(B, 00, F) for every Borel set B C 0FE N JF, and
zleE

mw(T, 00, F') € Z for every component I' of G.

If this is the case, then G = L, where the z; lying in the bounded faces of G coincide
with the zeros of p (counted with multiplicities).

In the recent work [4], Bishop, Eremenko and the second author proved that every
lemniscate graph can be approximated in a strong sense by a rational lemniscate.
In other words, the topological condition in Theorem 1.9 for a given set G C C
guarantees that G is approrimately a rational lemniscate. Theorem 1.9 therefore
addresses the question of which additional conditions must be imposed in order for
G to be ezxactly a rational lemniscate.

Polynomial lemniscates have been studied extensively in the literature, see e.g.
[4] and the references therein. The conformal properties of rational lemniscates
were studied by Fortier-Bourque and the third author in [12] and in [23]. We also
mention the work of Pouliasis and Ransford in [19] on the harmonic measure and
capacity of rational lemniscates, as well as the work of Lerario and Lundberg in [16]
on the geometry of random rational lemniscates. Lastly, it was recently observed
by Viklund and Witt-Nystrom in [22] that rational lemniscates arise as stationary
solutions to some competitive Hele-Shaw flow problem.

The rest of the article is structured as follows. Section 2 contains various pre-
liminaries that will be needed throughout the paper. In Section 3 we obtain a new
characterization of MP-solvable curves in terms of conformal welding, allowing us
to prove Theorem 1.3. In Section 4 we construct MP-solvable curves of any pre-
scribed dimension, thereby proving Corollary 1.4. Section 5 is devoted to examples
of Jordan curves for which the matching problem has no solution, namely the proof
of Theorem 1.6. In Section 6 we prove Theorem 1.9. Lastly, Section 7 contains a
discussion of some open problems related to the matching problem and to rational
lemniscates.

2. PRELIMINARIES

2.1. Notation. The following notation will be used throughout the paper. We
denote the complex plane by C, the Riemann sphere (extended complex plane) by
C, the open unit disk by D and the unit circle by T. We also let D* := C \ D.

Let A be a subset of C. For s > 0 and 0 < § < oo, we define

H3(A) := inf Zdlam tAc| A, Aj C C diam(4;) < 6

j
Here diam(A;) denotes the diameter of the set A;:

diam(A4,;) :== sup |z —w|.
Z,WEA;

The s-dimensional Hausdorff measure of A is

H(A) = sup Hi(A) = lim Hi(A).
>0 6—0

The Hausdorff dimension of A is the unique positive number dimg(A) such that
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s/ | oo if s <dimg(A)
H(4) = { 0 if s> dimg(A4).

2.2. Harmonic measure and Green’s function. Let Q C C be a domain with
finitely many boundary components, each containing more than one point.

For w € Q, we denote by w(-,w, Q) the harmonic measure for ) with respect to
w. We will need the following well-known property of harmonic measure.

Proposition 2.1 (Conformal invariance of harmonic measure). Let f : Q — Q' be
a conformal map and let By and By be Borel subsets of 9Q and QY respectively. If
f extends to a homeomorphism of By onto Bs, then

w(B1,w, Q) = w(Ba, f(w), Q) (w e ).

See e.g. [20, Theorem 4.3.8].
Harmonic measure is closely related to another important conformal invariant,
the Green’s function.

Definition 2.2. The Green’s function for €2 is the unique function gg : Q@ x Q —
(0, 0] such that for each w € Q:

(i) ga(-,w) is harmonic on Q \ {w} and bounded outside each neighborhood of
w;
(i) gao(w,w) = oo, and as z = w,

(2,w) = log |z] + O(1) if w=o00
gz W) = —log |z —w| +O(1) if w # oo;

(i) ga(z,w) — 0 as z — ¢, for all ¢ € 9.
The Green’s function also satisfies a conformal invariance property.

Proposition 2.3 (Conformal invariance of Green’s function). If f : @ — Q' is
conformal, then

gQ’(f(z)’f(w)) = gQ(sz) (Z7w € Q)

See e.g. [20, Theorem 4.4.4].

We now turn our attention to a more specific class of domains 2 C C related to
the notion of lemniscate graph from the introduction.

Definition 2.4. A domain Q C C is called a lemniscate domain if its boundary
0f) is a lemniscate graph. In the special case where 92 consists of finitely many
pairwise disjoint analytic Jordan curves, then we call Q an analytic Jordan domain.

Remark. By definition every analytic Jordan domain is a lemniscate domain, but
not conversely. On the other hand every lemniscate domain €2 can be mapped con-
formally onto an analytic Jordan domain . This follows by repeated application
of the Riemann mapping theorem, see e.g. [8, Chapter 15, Theorem 2.1]. Moreover
any such conformal map f : Q — €’ has a continuous and injective extension to
Q\ V, where V' C 9 is the set of vertices of the lemniscate graph 9€). See [8,
Chapter 15, Theorem 3.6].

The following proposition relates harmonic measure and the Green’s function for
analytic lemniscate domains.
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Proposition 2.5. Let Q be a lemniscate domain. Suppose that every edge of OS2 is
analytic. Then the Green’s function for Q) extends to be harmonic on a neighborhood
of O\ V, where V C 0N is the set of vertices. Moreover we have, for w € €,

agQ(va)
——==1 >0 oN\V
e (€ €oQ\V),
where ne¢ is the unit outer normal at ¢, and
1 dga(¢,w)
d ND)=—-———""|d
(¢, 9) = 5 ]

as measures on 0N\ V.

Proof. This is well-known in the case where (2 is an analytic Jordan domain, see e.g.
[13, Chapter II, Theorem 2.5] and [13, Chapter II, Corollary 2.6]. In the general
case, let f : Q — Q' be a conformal map from the lemniscate domain € onto an
analytic Jordan domain €, as in the remark following Definition 2.4. Then for each
¢ € 90\ V, we have that f extends analytically to a neighborhood of ¢, by the
Schwarz reflection principle for analytic arcs ([24, Theorem 10.37]). The result then
follows from the conformal invariance of both harmonic measure and the Green’s
function. (]

2.3. Proper holomorphic mappings. We will also need the notion of proper
holomorphic mapping from a domain 2 C C onto either the unit disk or the com-
plement of the closed unit disk. For simplicity let us assume that the target domain
is D*; with suitable modifications all the results in this subsection remain valid if
we replace D* by D, as is easily seen by composing with z — 1/z.

Definition 2.6. Let Q C C be a domain. A holomorphic function B :  — D* is
called a proper holomorphic mapping if B~!(K) is a compact subset of Q whenever
K is a compact subset of D*, or equivalently if |B(z)| — 1 whenever z — 0€.

Proposition 2.7. Let B : Q — D* be a proper holomorphic mapping.

(i) If Q is an analytic Jordan domain, then B extends to be analytic on a neigh-
borhood of Q. Moreover for each boundary curve I' C O the restriction
B :T' — T is a finite degree covering map.

(ii) If Q is a lemniscate domain, then B extends continuously to O\ V, where
V C 09 is the set of vertices of the lemniscate graph 0S2. Moreover for each
edge v C OQ\V, the restriction B : v — B(y) is a finite degree covering map.

Proof. Suppose first that (2 is an analytic Jordan domain. Let I" be one of the
analytic boundary curves. Let U be the complementary component of I' containing
Q, and let F' : D* — U be a conformal map. Since QU =T is analytic, the map F
extends to a conformal map from a neighborhood of T onto a neighborhood of T'.
Now, the function By := B o F' is holomorphic on {z € C: 1 < |z| < r} for some
r > 1, and |B1(z)| — 1 as |z| — 1. It follows that B; extends to be analytic on a
neighborhood of T, by the Schwarz reflection principle. Equivalently B = B o F~!
extends to be analytic on a neighborhood of I'. Then B must map I" onto T and
has no critical point on I', by local normal form. Also, it is easy to see that the
extension of B remains proper. It follows from [24, Corollary 12.41] that B : T' — T
is a finite degree covering map, as required. This proves (i).
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Suppose now that 2 is a lemniscate domain. Let f : Q — Q' be a conformal map
onto an analytic Jordan domain €', as in the remark following Definition 2.4. Recall
that f extends to be continuous and injective on Q\ V. Since Bo f=1: ' — D* is
a proper holomorphic mapping, it extends to be analytic on a neighborhood of €,
by (i). It follows that B = (B o f~!) o f extends continuously to 9Q \ V. Also, if
v C IN\V is an edge, then f(v) is a subarc in one of the boundary curves of ',
and the restriction f : v — f(v) is injective. It follows from (i) that the restriction
Bo f~': f(y) — B(7y) is a finite degree covering map, and the same is true for
B=(Bof™Yof:v— B(y), as required. O

We will also need the following proposition relating proper holomorphic map-
pings and the Green’s function.

Proposition 2.8. Let ) C C be a lemniscate domain and let B : Q — D* be
a proper holomorphic mapping. If wy,...,w, € Q are the poles of B repeated
according to multiplicities, then

log |B(:) = galzue)  (z€Q).
k=1

Proof. We may assume (2 is bounded. Define

n

u(z) :=log|B(z)| — Zgg(z,wk) (z € Q).
k=1

Then u is harmonic on Q \ {wy,...,w,} and bounded in a neighborhood of each
w;. Moreover, since B is proper, we have that u(z) — 0 as z approaches 0Q. By
the Lindel6f’s Maximum Principle (see [13, Chapter I, Lemma 1.1]) applied to u
and —u, we get that u is identically zero in €2, as required. (I

The existence of proper holomorphic mappings with prescribed poles as in Propo-
sition 2.8 is related to a condition involving harmonic measure. This is where the
algebraic condition in Theorem 1.9 comes from.

Proposition 2.9. Let Q C C be a lemniscate domain with boundary components
I'y,....Tn, and let wy, ..., w, be points in ), not necessarily distinct. Then there
exists a proper holomorphic mapping B : Q — D* with poles precisely at w1, ..., wy,
if and only if for all j € {1,..., N} we have

(4) Zw(Fj,wk,Q) e 7.
k=1
Proof. We may assume () is bounded.
Suppose that Equation (1) holds, and first assume that € is an analytic Jordan
domain. Consider the function
n
o) =Y galzw) (€ Q).
k=1
Then v is harmonic on Q \ {wy, ..., w,} and has a harmonic extension to a neigh-
borhood of 92, by Proposition 2.5. The harmonic conjugate v(z) is well-defined
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locally, but when we analytically continue along a given boundary curve I';, the
value of ¥(z) changes by

ov
N one |d(].

Using Equation (4) and Proposition 2.5, it easily follows that the value of v(2)
changes by an integer multiple of 27 under harmonic continuation. Thus

B(z) :=exp (v(z) +iv(2)) (z€Q)

is a well-defined holomorphic function, and it is readily checked that B is a proper
holomorphic mapping of 2 onto D* with poles precisely at wy, ..., w,. This proves
the desired implication, but only in the special case where € is an analytic Jordan
domain. Now, if € is a general lemniscate domain, then consider a conformal map
f Q2 — Q' onto an analytic Jordan domain ', as in the remark following Definition
2.4. Then f has a continuous and injective extension to Q\ V', where V' C 9 is the
set of vertices. Since V is a finite set and therefore has zero harmonic measure, it
follows from Equation (4) and the conformal invariance of harmonic measure that

n

Zw(f", flwg), Q) eZ
k=1
for every boundary component IV of €2’. By the analytic case, there exists a proper
holomorphic mapping B: QY — D* with poles precisely at f(wi),..., f(w,). Then
B:=Bo f gives a proper holomorphic mapping of €2 onto D* with poles precisely
at wq,...,w,, as required.

Conversely, suppose that there exists a mapping B with the specified properties.
Composing with a conformal map if necessary, we may assume once again that (2
is an analytic Jordan domain. Recall that if I' is a boundary component of 2 and
if h is a smooth function defined in a neighborhood of I", then the period of h along
Tis

oh
per(h,T) := - one |dd].

Now, by Proposition 2.8, we have
n
log |B(z)| = Zgg(z,wk) (z €Q).
k=1

But B is single-valued, so that for each j € {1,..., N}, we have

n n 1
Zw(rj’wkﬁ) = Z (-27T Per(gﬂ(z,wk)arj)>
k=1 k=1

= —g_per ;gn(zwk),ﬁ

1
= —5—per(log|B(z)|,.I;) € Z,
2T

as required. [
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2.4. Jordan curves and conformal welding. A crucial ingredient in the proof
of Theorem 1.3 is the notion of conformal welding.

Let T be a Jordan curve in the complex plane C, and denote by € and Q* the
bounded and unbounded complementary components of I' respectively. Suppose for
simplicity that 0 € Q, and let F: D — Q and G : D* — Q* be conformal maps with
F(0) =0 and G(00) = co. We assume that F' and G are normalized appropriately
so that they are uniquely determined by I' (the precise choice of normalization
will not matter). Note that F' and G extend to homeomorphisms on the closure
of their respective domain, by Carathéodory’s theorem on boundary extensions of
conformal maps.

Definition 2.10. The conformal welding of I' is the orientation-preserving hr :
T — T defined by hy := G 1o F.

Denote by w and w* the harmonic measure on  and Q* with respect to 0
and oo respectively. Recall that harmonic measure for I with respect to 0 is
simply normalized Lebesgue measure, thus by conformal invariance w and w* are
pushforward of normalized Lebesgue measure on Tunder F': T - T'and G: T — T
respectively.

We shall also need the notion of tangent point for a Jordan curve T'.

Definition 2.11. Let I' be a Jordan curve in C parametrized by n: [0,1] — C. If
to € (0,1), we say that T" has a tangent at n(tg) if there exists an angle 6 such that

0 if t —tg
arg(”(t)”(tonﬁ{ O+m ift—tg.

This is independent of the choice of the parametric representation. The set of
tangent points of I' is denoted by Tr.

We will need a result due to Bishop, Carleson, Garnett and Jones relating the be-
havior of the conformal welding hAr, the size of Tt as well as the harmonic measures
w and w*.

Theorem 2.12. Let I" be a Jordan curve in C with conformal welding hy : T — T.
Then the following are equivalent:

(i) H'(Tr) = 0;
(il)) w L w*;
(iii) the conformal welding hr : T — T is singular, i.e. it maps a Borel subset of
T of full Lebesgue measure onto a set of zero Lebesgue measure.

Proof. The equivalence of (i) and (ii) is a famous theorem of Bishop, Carleson,
Garnett and Jones [3].

If w L w*, then there is a Borel set B C T" with w(B) = 1 but w*(B) = 0. Let
B':= F~Y(B) C T. Then B’ has full Lebesgue measure in T and hr(B’) = G~*(B)
has zero Lebesgue measure. Conversely, if hr is singular, then there is a Borel set
B’ C T with full Lebesgue measure such that hr(B’) has zero Lebesgue measure.
Letting B := F(B’), we see that B is a Borel subset of I' with w(B) = 1 but
w*(B) =0, hence w L w*. This shows that (ii) and (iii) are equivalent. O
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3. MATCHING PROBLEM AND CONFORMAL WELDING

The proof of Theorem 1.3 is based on the following characterization of MP-
solvable Jordan curves in terms of conformal welding. Recall that A(D) is the disk
algebra, i.e., the Banach algebra consisting of all continuous functions on D that
are holomorphic on D.

Theorem 3.1. Let I’ be a Jordan curve in C with conformal welding hy : T — T.
Then T' is MP-solvable if and only if there exist two non-constant functions p, ¥ €
A(D) such that ¢ =1 ohr on T.

Proof. Suppose that there exist two non-constant functions ¢, € A(D) such that
¢ = ohpr on T. Subtracting 1(0) from both ¢ and ¢ if necessary, we may
assume that 1(0) = 0. As before denote by 2 and Q* the bounded and unbounded
complementary components of I' respectively, and let F': D — Q, G : D* — Q* be
conformal maps with F/(0) = 0 and G(c0) = oo. Recall that hr := G~ o F. Define

fi=poF~!and
1
9(z) =1 (G—l(z)>

Then clearly f € A(Q) and g € A(2*) and both functions are non-constant. Note
that g(oco) = 0 since G(o00) = oo and (0) = 0. Also, if z € T, then 1/G~1(z) =
G~1(z) and thus

9(2) =G (2) = p(F~(2)) = f(2).
This shows that (f, g) is a matching pair for I', as required.

Conversely, suppose that ' is MP-solvable, so there exist non-constant functions
f e A),g e A(Q*) such that f =g on I'. Then we can define two non-constant
functions ¢, € A(D) by

o(2) = F(F(2)), $(z) =g (G (1)) (= D).

z

If z € T, then 1/hr(2) = hr(z) and we obtain
P(hr(2)) = 9(G(hr(2)) = g(F(2)) = f(F(2)) = ¢(2)

as required. ([l

The matching problem for a given Jordan curve I' is therefore reduced to the
following question.

Question 3.2. Do there exist non-constant functions p,v € A(D) such that ¢ =
Yohr onT?

Let us now revisit Example 1.1 from this new perspective.

Example 3.1. Let p be a polynomial of degree n such that I' := {|p(z)| = ¢} is a
Jordan curve for some ¢ > 0. Replacing p by p/c if necessary, we may assume that
c=1. As before denote by 2 and 2* the bounded and unbounded complementary
components of I' respectively, and let F' : D — Q and G : D* — Q* be conformal
maps with F(0) = 0 and G(c0) = co. Then po F is a degree n proper holomorphic
map of the unit disk D onto itself, in other words a Blaschke product B. Similarly,
the map poG is a degree n proper holomorphic map of D* onto itself, with only one
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pole, at co. It follows that there exists a € T such that p(G(z)) = az™. Now recall
from the definition of conformal welding that G o hp = F on T. Composing both
sides by p gives ¢ = ¢ o hy on T, where ¢(z) := B(z) and ¥(z) := az™. This was
first observed by Ebenfelt, Khavinson and Shapiro in [11, Theorem 2.2]. It follows
from Theorem 3.1 that " is MP-solvable, a fact consistent with Example 1.1.
More generally, suppose as in Example 1.1 that r is a rational map of degree n

such that the lemniscate ' := {z € C : |r(z)| = 1} is a Jordan curve. Assume in
addition that

(i) r has no pole in Q;

(ii) r has no zero in Q*;

(iii) r(o0) = 0.
Then just as in the polynomial case, we obtain two Blaschke products A and B of
degree n such that Aohpr = B. Taking ¢ := B and ¢ := A gives ¢ = ohr on T, as
observed in [23, Theorem 3.2]. It follows from Theorem 3.1 that I is MP-solvable,
which is again consistent with Example 1.1.

We shall now prove Theorem 1.3 by constructing new examples of curves for
which the answer to Question 3.2 is positive. The proof relies on the Bishop—
Carleson-Garnett—Jones theorem (Theorem 2.12) as well as on the following theo-
rem of Browder and Wermer from [7, Theorem 2].

Theorem 3.3 (Browder—Wermer). Let h : T — T be an orientation-preserving
homeomorphism. If h is singular in the sense of (iii) in Theorem 2.12, then

Ap :={y € A(D) : there exists p € A(D) such that ¢ = o h on T}

is a Dirichlet algebra on T, meaning that the real parts of functions in A, are
uniformly dense in the space of real-valued continuous functions on T.

See also the work of Bishop in [1, Corollary 6.1] for a constructive proof.

The conclusion of Theorem 3.3 is quite strong but we shall only need the fact
that if A is singular then A; contains non-constant functions. We can now prove
Theorem 1.3.

Proof. Let T be a Jordan curve in C with H!(Tt) = 0, where Tt denotes the set
of tangent points of I". Denote by hr : T — T the conformal welding of I". By
Theorem 2.12, the homeomorphism Ar is singular. In particular, by Theorem 3.3,
there exist non-constant functions ¢,1 € A(D) such that ¢ = ¢» o hr on T. By
Theorem 3.1, the curve I' is MP-solvable, as required. ([

4. MP-SOLVABLE CURVES OF ARBITRARY DIMENSION

In this section we prove Corollary 1.4 which says that for any « € [1,2], there
exists an MP-solvable Jordan curve I' with dimpy (T") = a.

Proof. In view of Theorem 1.3, it suffices to construct Jordan curves of any pre-
scribed dimension in [1,2] and without tangent points. Examples of such curves
were constructed by Bishop in his Ph.D. thesis, see [1, Chapter II, Section 6] (see
also [2, Theorem 1.1] for a curve of dimension 1). Moreover, a construction due to
Osgood [18] gives a Jordan curve with positive area and no tangent points.

We also mention that for o € (1,2), one can construct a Jordan curve I'
with dimg(T') = « without tangent points using iterated function systems, more
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precisely, generalized Koch curves. Following [21, Chapter 7, Section 2.1], let
1 €(0.25,0.5). First, define the following four affine transformations

fi(z) =1z, fo(2) =12+ 1, f3(2) =le P2+ L +b, fu(z) =lz+1-1,

where b := /I — ; and 6 = arctan(b/(1/2 —1)). These are similitudes of C and

each map has a contraction ratio r; equals to ! (1 < j < 4). The unique compact
set K satisfying

Ky = f1(Ki) U fo(K) U f3(K) U fa(KD)

is the attractor of the iterated function system {f1, fa, f3, fa}. The set K is usually
called a generalized Koch curve. Approximations of these curves are presented in
Figure 2, where K} := [0, 1] and

Kp = (KU LK) U f(KP Y UL (02 1),

(A) 1 =0.3468 (B) I = 0.4588

FIGURE 2. The approximation K} for some values of

One can check that the maps in the iterated function system satisfy the open
set condition (see [5, Definition 2.2.1]): there exists a bounded open set V' C C
such that f;(V) C V for 1 <j <4 and f;(V)N fr(V) =0 for j # k. An example
of such V is the interior of the isosceles triangle with vertices at 0, 1/2 + bi, and
1, and angles 6/2 and m — 6. It follows from that condition that the curve is not
self-intersecting and by [21, Theorem 2.12], its Hausdorff dimension s is

5 log4
- log(1/1)’

As | — 1/4, the number s approaches 1 and as [ — 1/2, it approaches 2. Also, the
set of tangent points of K; is empty.
Now define I'; as followed:

[ =K Ue ™3(K)U (e /PK + 1),

where K| := {Z : z € K;}. The curve I'; is called a generalized Koch snowflake
and it is a Jordan curve for 1/4 <1 < 1/2. See Figure 3.



14 K. LAZEBNIK, P.-O. PARISE7 AND M. YOUNSI

(A) 1 =0.3468 (B) I = 0.4588

FIGURE 3. Approximation of I'; for some values of [

The Hausdorff dimension of the Jordan curve I'; also equals s = log(4)/log(1/1) €
(1,2) and it has no tangent point, as desired. (I

5. CURVES FOR WHICH THE MATCHING PROBLEM HAS NO SOLUTION
In this section we prove Theorem 1.6.

Proof. Let T' be a Jordan curve in C. Suppose that there exists an open half-plane
H such that I' € H and I' N OH is a line segment. We have to show that I' is not
MP-solvable.

As before denote by Q and 2* the bounded and unbounded complementary
components of I' respectively. Suppose for a contradiction that there exist non-
constant functions f € A(2) and g € A(Q2*) such that f =g on I

Rotating and translating if necessary, we may assume that H is the upper half-
plane {z € C : Imz > 0}, so that TNOH =T NR is a line segment in the real line.
Denote by IV the image of I under z — Zz. Also, let I be the interval I' N R with
its endpoints removed. Then J := (I’ UT)\ I is a Jordan curve (see Figure 41);
denote by D its unbounded complementary component. Note that D is contained
in Q* and is preserved by complex conjugation z — Z. Now, since ¢ is analytic in

QF D

FIGURE 4. The Jordan curve I, its reflection IV, and the curve J

the lower half-plane, we have that the function h(z) := ¢(Z) is analytic in H and
in particular in Q. It also extends continuously to I'. Moreover, for z € I we have



RATIONAL LEMNISCATES AND THE MATCHING PROBLEM 15
f(2) = g(z) = g(Z) = h(2). Precomposing both f and h by a conformal map from
D onto €2, we obtain two functions in the disk algebra which coincide on a subarc
of T, hence must coincide everywhere in the whole disk. It follows that f(z) = h(2)
for all z € Q, and in particular for all z € T.

Now, note that the functions g and h are both analytic in D and continuous up
to the boundary curve J. We claim that g = h on J. Indeed, if z € J then either
z €T or z € I'. In the first case we get g(z) = f(z) = h(z) as required, since f = h
on I'. In the second case we have Z € I, thus

h(z) = 9(z) = f(z) = h(Z) = g(2),
again as required.

To summarize, we have that g is analytic in the Jordan domain D and continuous
up to the boundary, that h is anti-analytic in D and also continuous up to the
boundary, with ¢ = h on dD. It follows that g and h must be constant, as can
be seen by precomposing both functions by a conformal map from D onto D and
comparing Fourier coefficients. This contradicts the fact that (f, g) is a matching
pair for I'. Tt follows that I' is not MP-solvable, as required. O

Corollary 5.1. For any Jordan curve I' and every ¢ > 0, there exists an MP-
solvable Jordan curve I'' and a non MP-solvable Jordan curve I'" such that

disty (T, T7) < ¢, disty ([, T") < €.
Here disty denotes the Hausdorff distance.

Proof. The existence of I follows directly from Example 1.1 combined with Hilbert’s
lemniscate theorem on the density of polynomial lemniscates in the set of all Jordan
curves with respect to the Hausdorff distance. Also, it is easy to see that the Jordan
curves as in Theorem 1.6 are dense, which gives the existence of I'. Alternatively
the existence of I'” can also be deduced from Theorem 1.5: first approximate I' by
an analytic Jordan curve I', then truncate the power series expansion of the Rie-
mann map from D onto the bounded complementary component of I'. The image
of T under that truncated power series is not MP-solvable by Theorem 1.5 and
arbitrarily close to I' in the Hausdorff distance. (I

6. PROOF OF THEOREM 1.9

This section contains the proof of Theorem 1.9, which says that a set G C Cisa
rational lemniscate if and only if the three conditions (1), (2) and (3) are satisfied.

6.1. The three conditions are necessary. Suppose G = {z € C : Ir(2)| = 1}
is a rational lemniscate. We shall prove separately that G satisfies each of the
conditions (1), (2) and (3).

Lemma 6.1. Condition (1) is satisfied.

Proof. We have to show that G is a lemniscate graph. A complete proof of this fact
can be found in [4, Proposition 2.4], but we describe the main ideas here for the
reader’s convenience. Note that G is locally homeomorphic to a line segment away
from the critical points of r, and thus G with the critical points of r removed is a
1-manifold, which therefore must consist of components each of which is either an
(open) Jordan arc or a (closed) Jordan curve. See e.g. [17]. On the other hand, the
normal form for rational maps at a critical point imply that there are 2(d+ 1) > 4
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edges meeting at any degree d critical point of r lying on G. It follows that G is a
lemniscate graph as required. ([

Lemma 6.2. Condition (2) is satisfied.

Proof. We have to find points (z;)7, C C \ G, not necessarily distinct, so that for
any two faces F, F, we have

Z w(B,z, E) = Z w(B, 2, F)
2z €EE z,€F
for every Borel set B C 0E N OF.

Recall that G = {z € C: |r(z)] = 1} for some rational map 7. In this case
the zeros and poles are the obvious candidates for the points z;; set (z;)7%, :=
r=1({0,00}) c C\ G, where we repeat a zero or pole of multiplicity d as many
times in the list (z;),.

Let E and F be two faces. We may suppose that their boundaries intersect,
otherwise there is nothing to prove. So suppose F and F' are adjacent, and assume
without loss of generality that E is white and F' is grey. Since r : ' — D* is
a proper holomorphic mapping with poles exactly at the points in (z;)7"; which
belong to F', we deduce from Proposition 2.8 that

log |r(2)| = Z gr(z, i) (z € F).
z;, EF

Similarly, using the fact that » : £ — D is a proper holomorphic mapping, we

get
log |r(z Z 9 (2, 2;) (z € E).
z;€ER

For ¢ € 0E N OF not a vertex, this gives

98¢, 2) al 9gr (¢, 2i)

2w
z,€EE 21€F

where n¢ is the unit normal at ¢, outer with respect to F. But by Proposition 2.5,

the above becomes
E dw(CaZivE) = E dw(C7Zi7F
z,€EE z,€F

as measures on (OENOF)\V, where V C G is the set of vertices. But V is a finite
set and therefore has zero harmonic measure, hence

ZW(B,Z“E): ZUJ(B,Z“F)
2z, €EE z,€F
for every Borel set B C F N JF, as required. |

Lemma 6.3. Condition (3) is satisfied.

Proof. Let (z)™, C C \ G be as in the proof of Lemma 6.2. We have to show that
for any face F we have

Z wl, z,FE)€eZ

z;, €EE
for every component I' of 0F. But this follows immediately from Proposition 2.9
and the fact that r is a proper holomorphic mapping of E onto either D or D*. O
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6.2. The three conditions are sufficient. In this subsection we prove that the
three conditions (1), (2) and (3) in Theorem 1.9 are sufficient for a set G C C to
be a rational lemniscate. The main difficulty is showing that the three conditions
imply that all the edges of G must be analytic (recall that we do not assume any
regularity for G in Theorem 1.9). In order to overcome this, we will need the
following result of Dubinin [9, Theorem 2]

Theorem 6.4. Let D and D' be domains in C bounded by finitely many Jordan
curves, and let wy € G. Let B: D — D’ be a proper holomorphic mapping, so that
B extends continuously to D with B(OD) = 0D'. Let v C 0D be a Jordan arc on
which B is injective. Then

n

W(B(’}/)7’LU07D/) = Zw('ya Zk7D>7
k=1

where z1,...,2z, are the zeros of B — wq if wy # oo or the poles of B if wg = oo,
repeated according to multiplicities.

We shall in fact need a version of Theorem 6.4 for proper holomorphic mappings
of lemniscate domains onto either D or D*.

Corollary 6.5. Let Q) C C be a lemniscate domain and let V. C 9Q be the set of

vertices. Let B :  — D’ be a proper holomorphic mapping, where D’ is either D

or D*. Let z1,..., 2, be the zeros of B (in the case D' =) or the poles of B (in
the case D' =D*). Then

length(B(v)) = > w(y, 2, )

k=1

for each Jordan arc v C 9Q\'V on which B is injective.

Proof. We only prove the result in the case D’ = D, the other case D’ = D* follows
by composing with z — 1/z. So let B : Q@ — D be a proper holomorphic mapping
with zeros z1,...,2,. Recall that the map B extends continuously to 9Q \ V, by
Proposition 2.7. Let v C 9Q \ V be a Jordan arc on which B is injective. Then
B(v) is an arc in T hence length(B(y)) is well-defined.

First note that if ) is an analytic Jordan domain, then the result follows imme-
diately from Theorem 6.4, since

w(B(7),0,D) = length(B(7)).

For the general case where  is a lemniscate domain, let f : Q@ — Q' be a
conformal map where 0 is an analytic Jordan domain, as in the remark following
Definition 2.4. Then f has a continuous and injective extension to 2\ V. Let

B : Q — D be a proper holomorphic mapping with zeros zi,...,2,, and let v C
90\ 'V be a Jordan arc on which B is injective. Then Bo f=1: ) — D is a proper
holomorphic mapping with zeros f(z1),..., f(z,), and it is injective on the Jordan

arc ' := f(y) C 0. Thus

n

w(Bo f(4),0,D) = Y w(, (=), Q)

k=1
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by the analytic case. But the left-hand side is just length(B(7)), and conformal
invariance of harmonic measure gives
length(B(7)) = > w(7, 2, Q)
k=1
as required. O

We can now prove that the three conditions (1), (2) and (3) in Theorem 1.9 are
sufficient for a set G C C to be a rational lemniscate.
Proof. Let G be a subset of C satisfying the three conditions (1), (2) and (3). Then
G is a lemniscate graph and there exist points (z;)72; C C\ G, not necessarily
distinct, so that for any two faces E, F', we have the analytic condition

Z w(B,z, E) = Z w(B, z, F)

z,€EE z,€F
for every Borel set B C 0F N JF, and the algebraic condition

Z wl, z,FE)eZ
z, €EE
for every component I' of F.

First note that if E is any white face, then there exists a proper holomorphic
mapping of F onto D with zeros exactly at the points z; € E, by the algebraic
condition and Proposition 2.9. Similarly, if F' is any grey face, then there exists a
proper holomorphic mapping of F' onto D* with poles exactly at the points z; € F.
It is easy to see that we can compose all of these proper holomorphic mappings by
suitable rotations in order to make sure that for any two adjacent faces E' and F,
the corresponding proper holomorphic mappings agree at a point of the common
edge. All these proper holomorphic mappings define a map

r:C\G—DUD"

We claim that this map extends continuously to G \ V. Indeed, let E and F be
two adjacent faces, with E white and F' grey. Denote by = their common edge,
so that ~ is either a Jordan curve or an open simple arc satisfying ¥\ v C V.
Let Bg : E — D and Bp : F — D* the proper holomorphic mappings previously
constructed corresponding to E and F' respectively. Then by Proposition 2.7, both
maps extend continuously to v, and they agree at some point (y € v by construction.
Moreover, both restrictions Bg : v — Bg(7y) and Bp : v — Bp(7) are finite degree
covering maps. It follows that we can partition v into consecutive subarcs 7y, ..., YN
such that both maps Bg and By are injective on each v;, j € {1,..., N}. We may
also assume that the subarc ; starts at (. Let ¢ be any point in the subarc vy,
and denote by v, the subarc of v, starting at {y and ending at ¢. By Corollary 6.5,
we have
length(Bg(v)) = Y w(vc, 2, E)
z;,€EE
and
length(Br (7)) = Y w(ve, 2, F).
z,€F
It then follows from the analytic condition (2) that Bg(y:) and Bp(v¢) are two
subarcs of T of equal length, both starting at the point Bg({y) = Br({y). In
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particular they must end at the same point, i.e. Bg(¢) = Br(¢). This holds for
all ¢ in the subarc v, in particular for its end point (;. We can now repeat this
argument with ~; replaced by ~2 to obtain Bg({) = Bp(() for all { € 7,, and
by induction Bg(¢) = Br(() for all ¢ € Ujvzl v = . This holds for all pairs of
adjacent faces E and F', so that the map r extends continuously to G\ 'V as claimed.
Next we note that each edge of G must be analytic. Indeed, by considering a
local inverse of r, we see that any non-vertex point on GG has a neighborhood U so
that U NG is an analytic image of a subarc of T. By standard removability results
g. [24, Theorem 10.48], the map r extends to a meromorphic function on C \V.
It is also bounded near each vertex by construction, so is in fact meromorphic on
the whole Riemann sphere C. This shows that r : C — C is a rational map, and by
construction

Ly={zeC:lr(z)=1}=r"(T) =G

as required. 0

7. CONCLUSION AND OPEN PROBLEMS

The examples of MP-solvable Jordan curves in Theorem 1.3 are fractal and their
set of tangent points cannot have positive H! measure. This raises the following
question.

Question 7.1. Let I' be a Jordan curve in C. If " is MP-solvable and sufficiently
regqular (say analytic), must I’ be a rational lemniscate?

In view of Theorem 3.1 and Example 3.1, constructing an MP-solvable analytic
Jordan curve which is not a rational lemmscate amounts to finding an analytic
diffeomorphism A : T — T for which the functional equation on T

p=1voh

admits non-constant solutions ¢, 1 in the disk Algebra A(D), but no Blaschke prod-
uct solutions. Since the space A(ID) is much larger than the collection of all Blaschke
products, it seems possible that such h exists, although we were unable to prove it.

We conclude this section by discussing another open question. In Theorem 1.9 we
answered the question of which subsets of C are rational lemniscates. The following
question is also relevant for the matching problem.

Question 7.2. Given a rational map r, are there necessary and sufficient analytic
conditions for the corresponding lemniscate L, to be a Jordan curve?

A necessary condition for L, to be a Jordan curve is that all the critical values
of r belong to D. For polynomials, this condition is both necessary and sufficient,
but not for rational maps in general. For this reason Question 7.2 turns out to be
quite subtle and we were only able to obtain the following partial answer.

Theorem 7.3. Let r be a rational map of degree k > 1 with |r(c0)| > 1. Then the
rational lemniscate L, = {z € C : |r(z)| = 1} is an analytic Jordan curve if and
only if
(i) r has precisely k—1 critical values in D and k—1 critical values in D* counting
multiplicities; and
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(i) there exists a Jordan curve T' in C whose interior contains all the zeros of
r and whose exterior contains all the poles of v such that |r(z)| < 1 for all
zel.

For the proof of Theorem 7.3, we need some lemmas. For a given rational map
r with |r(c0)| > 1, let , := {z € C: |r(z)| < 1}, so that €, is a bounded subset of
C and 09), = L, is compact. Note that 2, need not be connected in general.

Lemma 7.4. Let r, L., Q, be as above. If Q. is simply connected and if r has no
critical point on L., then L, is an analytic Jordan curve.

Proof. 1t is well-known that an open subset of the plane is simply connected if and
only if its boundary is connected. Hence L, is connected. Since the restriction
r : L. — T is non-singular, it follows that L, is an analytic Jordan curve, as
required. [

Lemma 7.5. Fach connected component of Q. contains at least one zero of r.

Proof. Let U be a component of {2,.. Then U is bounded and contains no pole of 7.
Moreover, we have that |r| = 1 on 9U, since OU C L,. If U does not contain any
zero of r, then we can apply the maximum modulus principle to both r and 1/7 to
deduce that |r| = 1 in U, contradicting the open mapping theorem. Therefore U
must contain at least one zero of r, as required. ([

Lemma 7.6 (Riemann-Hurwitz formula). Let U,V C C be finitely connected do-
mains and let f : U — V be a degree k branched covering with m branch points
counting multiplicities. Then

m = kx(V) = x(U)
where x is the Fuler characteristic.

See e.g. [24, Theorem 12.47].
We can now proceed with the proof of Theorem 7.3.

Proof. Let r be a rational map of degree k with |r(oc0)| > 1.

First suppose that L, is an analytic Jordan curve. Then Q, := {z € C : |r(z)| <
1} is simply connected. Moreover, we have that r : Q.. — D is a branched covering
map. Using the fact that x(92,) = x(D) = 1, the Riemann-Hurwitz formula (Lemma
7.6) gives

m=k—1,
i.e. r has precisely k — 1 critical values in D counting multiplicities. The remaining
k — 1 critical values of r must belong to D* since r cannot have critical points on
L,.. This proves (i).
For (ii), note that we can simply take I" := L,.

Conversely, suppose that both conditions (i) and (ii) hold. Let U denote the
interior of the Jordan curve I'. Then |r| <1 on OU =T, hence |r| <1 on U by the
maximum modulus principle. It follows that U C €2,.. In fact U has to be contained
in a single component of €2,., by connectedness. There can be no other component
by Lemma 7.5, since U contains all the zeros of r. This shows that €, is connected,
and we can apply the Riemann-Hurwitz formula to r : 2, — D to obtain

k—1=kx(D)—x(Q) =k —x(Q),
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since m = k — 1 by (i). Hence x(£2,) = 1 and Q, is simply connected. Also, the
rational map r has no critical point on L, by (i). It follows from Lemma 7.4 that

L, is an analytic Jordan curve, as required. O
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